Binary Multi-View Clustering

Zheng Zhang†, Li Liu†, Fumin Shen, Heng Tao Shen, Ling Shao*

Abstract—Clustering is a long-standing important research problem, however, remains challenging when handling large-scale image data from diverse sources. In this paper, we present a novel Binary Multi-View Clustering (BMVC) framework, which can dexterously manipulate multi-view image data and easily scale to large data. To achieve this goal, we formulate BMVC by two key components: compact collaborative discrete representation learning and binary clustering structure learning, in a joint learning framework. Specifically, BMVC collaboratively encodes the multi-view image descriptors into a compact common binary code space by considering their complementary information; the collaborative binary representations are meanwhile clustered by a binary matrix factorization model, such that the cluster structures are optimized in the Hamming space by pure, extremely fast bit-operations. For efficiency, the code balance constraints are imposed on both binary data representations and cluster centroids. Finally, the resulting optimization problem is solved by an alternating optimization scheme with guaranteed fast convergence. Extensive experiments on four large-scale multi-view image datasets demonstrate that the proposed method enjoys the significant reduction in both computation and memory footprint, while observing superior (in most cases) or very competitive performance, in comparison with state-of-the-art clustering methods.
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1 INTRODUCTION

Data clustering has been a fundamental research topic in the computer vision and data mining communities [1]–[4]. The goal of clustering is to categorize data items with similar structures or patterns into the same group for reducing data complexity and facilitating interpretation. With the unprecedentedly explosive growth in the volume of visual data, how to effectively cluster large-scale image data becomes an interesting but challenging problem. Moreover, it is common in many real-world applications that data are collected from diverse sources or represented by heterogeneous features from different views [5]–[7]. However, existing single- and multi-view clustering methods fail to efficiently cluster large-scale multi-view data due to the high computational complexity and massive storage costs [5].

Much attention is paid to the k-means based clustering [1], [4] because of its simplicity and mathematical tractability [12]–[17]. However, the severely unaffordable computational time and storage requirement preclude k-means from real-world applications with large data and a big number of clusters. Accordingly, many optimized k-means methods [14]–[18] were proposed to reduce the iteration numbers or to circumvent unnecessary distance calculations. But these methods are incapable to completely overcome the limitations of the high complexity and cumbersome memory load.

Spectral clustering (SC) [2], [8] is another most successful single-view clustering method. Unfortunately, SC cannot be directly applied to large-scale datasets either, due to the expensive adjacency matrix and eigenspace constructions [9]. Generally, the complexities of these methods are \( O(n^2d + n^3) \) in time and \( O(n^2 + nt) \) in space, where \( n \), \( d \) and \( t \) are the number of data instances, the dimensionality, and neighbors for the adjacency matrix, respectively. Particularly, the adjacency matrix for 500,000 data points will consume about 2 TB of memory. The high computation burden is another main bottleneck that makes it unrealistic for large-scale data. Although there are some improved SC methods [9]–[11], they still cannot intrinsically tackle these deficiencies.

Recently, multi-view clustering by exploiting heterogeneous features of data has attracted considerable attention [5], [6], [20]. Compared to single-view clustering, multi-view clustering normally can access to more characteristics and structural information hidden in the data, and intuitively can exploit richer properties of data to improve the clustering performance. Conventional methods either directly concatenate these features as a long representation or treat each view independently for multi-view clustering [5]. However, neither of the strategies is physically meaningful since they fail to exploit the compatible and complementary information of data from multiple distinct representations. Many multi-view clustering methods have been proposed [7], [13], [19], which can be roughly divided into three groups: the first category projects features from 1. Different to single-view clustering using singular data descriptor, in this paper, we first describe each data point (e.g., an image) by various features (e.g., different image descriptors, such as HOG, Color Histogram and GIST) and then feed these features from multiple descriptors into our clustering. It is noteworthy that the “Multiview” in our paper indicates multiple image descriptors of features rather than multiple modalities.
different views into a common low-dimensional feature subspace such as using CCA [6] to minimize the cross-correlation error, and then employs an existing clustering method (e.g., $k$-means) to group data; the second category is the multi-view spectral clustering methods [11], [19]–[22], which construct multiple graphs to characterize the geometrical structure and employ an existing clustering method for data partition; the third category is based on matrix factorization [13], [23]–[25], which is equivalent to the relaxed $k$-means by decomposing the feature matrix into a centroid matrix and the cluster assignment. Instead of using spectral clustering, recent research on online multi-view clustering [26] provides a more feasible solution to solve large-scale multi-view clustering with incomplete views. Nonetheless, all these methods have not perfectly eliminated the primary concerns of efficient large-scale multi-view clustering, i.e. high computational costs and demanding memory overhead.

Fortunately, recent advancement of binary code learning [27]–[29] provides a preferable solution to overcome the above challenges due to its efficiency in computation and space. The key idea of binary code learning [27]–[31] is to encode the original feature descriptors by a set of short binary codes in a similarity-preserving low-dimensional Hamming space. It results in two prominent characteristics, i.e. exclusively fast hamming distance computation by build-in XOR operations and much less storage requirement compared to the original real-valued features. Binary coding has shown its powerful data-handling capability for various large-scale visual applications especially in visual retrieval [32]–[35] and object recognition [36]–[38]. Recently, learning hashing codes on multi-view data has attracted much research enthusiasm owing to the preferable retrieval performance in comparison with single-view data [39]–[42]. However, binary code learning has been rarely studied for the large-scale multi-view clustering problem.

In this paper, we introduce a novel framework for large-scale multi-view clustering, dubbed binary multi-view clustering (BMVC), which can greatly reduce the computational complexity as well as the memory requirement. Different from the existing real-valued clustering methods, BMVC concurrently learns the collaborative binary representation of multi-view data, and at the same time optimizes binary clustering to ensure the consistent results among different views. For coding efficiency, the code balance constraints are explicitly enforced on the binary codes and cluster centroids. The contributions of this work mainly include:

1) The proposed BMVC simultaneously learns the collaborative binary codes for data from multiple views and binary cluster structures in a joint framework. To the best of our knowledge, BMVC is the very first effort of addressing the large-scale multi-view clustering problem by the binary coding technique.

2) An alternating optimization algorithm with rigorous convergence proof is developed to effectively tackle the resulting discrete programming problem. To solve the key subproblem of binary clustering centroids learning, we propose an adaptive discrete proximal linear method (ADPLM), which can directly handle the binary variables during the optimization.

3) By virtue of the proposed effective optimization algorithm, BMVC shows clearly superior multi-view clustering performance in comparison with state-of-the-art methods, including the real-valued ones. More importantly, BMVC requires significantly less computational time and memory overhead, which are critical for realistic large-scale applications with limited computing and memory resources.

Related Work Only few studies have been devoted to the large-scale binary data clustering. Gong et al. [43] developed a binary single-view clustering method composed of two separate stages, i.e. generating binary codes and binary $k$-means clustering. Its major drawbacks are that the binary codes are obtained by using a data-independent method, and such a two-step clustering destroys the relationship between binary codes and the segmentation of data. Shen et al. [41] integrated binary structured SVM and $k$-means into one optimization model to accelerate large-scale single-view clustering. Both methods are not applicable to large-scale multi-view clustering, and the beneficial multi-view traits of data are not well explored. Moreover, the inferior single-view clustering performance of these methods also limits the use of the designed systems. The conference version of our method has been reviewed in [44].

2 Binary Multi-View Clustering

2.1 The proposed BMVC Framework

In this section, we elaborate our scalable binary multi-view clustering (BMVC) approach, which establishes a general framework of large-scale multi-view discrete clustering. BMVC incorporates two key components: collaborative discrete representation learning (CDRL) and binary clustering structure learning (BCSL), into a unified learning framework.

Suppose a multi-view dataset is composed of $M$ representations (i.e. views) for $n$ instances, which are denoted by a set of matrices $X = \{X^1, \cdots, X^M\}$, where $X^v \in \mathbb{R}^{d_v \times n}$ is the data matrix of the $v$-th view, and $d_v$ is the dimensionality of data features from the $v$-th view. We assume that points in each view are zero-centered, i.e. $\sum_n X^v_s = 0$. As the pre-processing step, we first encode data by the simple nonlinear RBF mapping

$$
\phi(x^v_s) = [\exp(-\|x^v_s - a^v_1\|^2/\sigma), \cdots, \exp(-\|x^v_s - a^v_m\|^2/\sigma)]^T,
$$

where $\sigma$ is the kernel width, $\phi(x^v_s) \in \mathbb{R}^m$ indicates an $m$-dimensional nonlinear embedding for the $s$-th sample from the $v$-th view $x^v_s \in \mathbb{R}^{d_v}$, and $\{a^v_i\}_{i=1}^m$ are the randomly selected $m$ anchor samples from the $v$-th view.

CDRL Loss: CDRL aims to project features from different views into a common Hamming space, $\mathbb{R} \rightarrow \{-1, 1\}^{1 \times n}$. To fulfill this, we define the binary hash function for $x^v_s$ as

$$
h^v_s(\phi(x^v_s); U^v) = \text{sgn}(U^v \phi(x^v_s)),$$

where $\text{sgn}(\cdot)$ is an element-wise sign operator, and $U^v \in \mathbb{R}^{n \times m}$ is the mapping matrix for the $v$-th view. To concurrently consider the multi-view correlations and complementary nature of multiple views, the objective of CDRL writes

$$
\min_{U^v, \alpha^v} \sum_{v=1}^M (\alpha^v)^T \left( \sum_{s=1}^n \|h^v_s - h^v_s\|^2 + \beta \|U^v\|^2 \right) \rightarrow \sum_{v=1}^n \text{var}(h^v_s)
$$

s.t. $\sum_v \alpha^v = 1, \alpha^v > 0, b_s \in \{-1, 1\}^{1 \times 1}.$


Here $b_s$ is the collaborative binary code for the $s$-th instance, $\alpha = [\alpha_1, \ldots, \alpha_M] \in \mathbb{R}^M$ is a nonnegative normalized weighting vector to balance the significance of different views and $r > 1$ is a scalar controlling the weights; $\gamma$ is a nonnegative constant. Specifically, the first term ensures to learn a unified binary code for different views; the last two terms contribute to the stable solution and balanced bits, respectively. Particularly, the last term maximizes the variance of the encoding function producing balanced bits, which is a typical requirement of binary code learning [33].

**BCSL Loss:** Besides the collaborative multi-view representation learning, we also consider keeping the consistent cluster structures of different views. Due to the equivalence $k$-means clustering and matrix factorization [45], we construct the BCSL scheme by

$$
\min_{C, G} \| b_s - CG_s \|^2_F \quad \text{s.t.} \quad CT1 = 0, C \in \{-1, 1\}^{1 \times c}, \sum_i g_{is} = 1, \tag{4}
$$

where $C$ and $g_s$ are the clustering centroids and indicator vector, respectively. To produce efficient code and maximize the information of each bit, we impose the balanced constraint (the first constraint) on the clustering centroids to make them adapt to binary clustering task.

**Overall Objective Function:** The collaborative discrete representation learning and binary clustering structure learning are both indispensable to scalable multi-view clustering. By relaxing the sign function in [2] with its signed magnitude, we formulate BMVC as

$$
\min F(U^v, B, C, G, \alpha) = \sum_{v=1}^M (\alpha^v)^T \left( \| B - U^v \phi(x^v) \|^2_F + \beta \| U^v \|^2_F \right) - \frac{\gamma}{n} \text{tr} \left( (U^v \phi(x^v))(U^v \phi(x^v))^T \right) + \lambda \| B - CG \|^2_F \tag{5}
$$

s.t. \quad CT1 = 0, \sum_v \alpha^v = 1, \alpha^v > 0, B \in \{-1, 1\}^{n \times n}, C \in \{-1, 1\}^{1 \times c}, G \in \{0, 1\}^{c \times n}, \sum_i g_{is} = 1,

where $B = [b_1, \ldots, b_n]$, $G = [g_1, \ldots, g_n]$ and $\lambda$ is the regularization parameter. To solve this difficult discrete optimization problem, we propose an alternating optimization algorithm with guaranteed convergence, as shown in the next section.

### 2.2 Optimization Algorithm

The optimization problem [5] involves the discrete constraints which result in an NP-hard problem. In this section, we develop an alternating optimization strategy, which separates the problem into several subproblems such that each subproblem is tractable. That is, we alternately update each variable when fixing others.

**Updating $U^v$:** By fixing all variables but $U^v$, problem [5] reduces to

$$
\min F(U^v) = \| B - U^v \phi(x^v) \|^2_F + \beta \| U^v \|^2_F \tag{6} - \frac{\gamma}{n} \text{tr} \left( (U^v \phi(x^v))(U^v \phi(x^v))^T \right),
$$

which has a closed-form solution obtained by setting the derivation $\frac{\partial F(U^v)}{\partial U^v} = 0$, i.e.,

$$
U^v = B \phi^T (x^v) W. \tag{7}
$$

$w = \{(1 - \frac{1}{2}) \phi(x^v) \phi^T (x^v) + \beta I\}^{-1}$ can be calculated beforehand.

**Updating $B$:** Similarly, problem [5] writes w.r.t. $B$:

$$
\min_B \sum_{v=1}^M (\alpha^v)^T \left( \| B - U^v \phi(x^v) \|^2_F + \lambda \| B - CG \|^2_F \right) - \frac{\gamma}{n} \text{tr} \left( (U^v \phi(x^v))(U^v \phi(x^v))^T \right) + \lambda \| B - CG \|^2_F \tag{8}
$$

s.t. $B \in \{-1, 1\}^{1 \times n}$,

where 'con' means the constant value w.r.t. $B$. Since $\text{tr}(BB^T) = \text{tr}(B^T B) = nl$ is a constant, problem [5] can be rewritten as

$$
\min_B - \frac{\gamma}{n} \text{tr} \left( (U^v \phi(x^v))(U^v \phi(x^v))^T \right) + \lambda \| B - CG \|^2_F \tag{9}
$$

which has a closed-form optimal solution:

$$
B = \text{sgn} \left( \sum_{v=1}^M (\alpha^v)^T U^v \phi(x^v) + \lambda CG \right) \tag{10}
$$

**Updating $C$ and $G$:** In this part, we optimize the binary clustering structure in the Hamming space. By removing the irrelevant terms, we obtain the following problem:

$$
\min_{C, G} \| B - CG \|^2_F \tag{11}
$$

s.t. \quad CT1 = 0, C \in \{-1, 1\}^{1 \times c}, G \in \{0, 1\}^{c \times n}, \sum_i g_{is} = 1.

We reformulate [11] to

$$
\min_{C, G} \| B - CG \|^2_F + \rho \| CT1 \|^2 \tag{12}
$$

s.t. \quad C \in \{-1, 1\}^{1 \times c}, G \in \{0, 1\}^{c \times n}, \sum_i g_{is} = 1,

which is equivalent to [11] with arbitrarily large $\rho$. Similar as the conventional $k$-means method, we iteratively optimize the cluster centroids and indicators as follows.

**C-Step: Optimizing $C$:** is difficult because of the discrete constraint. Inspired by the recently proposed discrete proximal linearized minimization (DPLM) [32], we devise an effective algorithm by keeping the discrete constraints during optimization, which is critical to obtain high-quality binary solutions [32, 33]. With $G$ fixed, we have

$$
\min F(C) = \| B - CG \|^2_F + \rho \| CT1 \|^2 \tag{13} - 2\text{tr}(B^TCPG) + \rho \| CT1 \|^2 + \text{con}
$$

s.t. \quad C \in \{-1, 1\}^{1 \times c}.

According to the rule of DPLM, we update $C$ in the $p+1$-th iteration by

$$
C^{p+1} = \text{sgn} \left( C^p - \frac{1}{\mu} \nabla F(C^p) \right). \tag{14}
$$

where $\nabla F(C)$ is the gradient of $F(C)$.

It should be noted that DPLM adopts a fixed step-size $1/\mu$, which is not the best choice with the $\text{sgn}(\cdot)$ function, since an improper value of step-size may confuse the algorithm to converge to a bad local minimum. To this
Fig. 1: Error comparison of DPLM and ADPLM w.r.t. the number of inner iteration for optimizing (11) on the Caltech101 dataset with 128 bits.

end, we propose an adaptive discrete proximal linear method (ADPLM), which adopts a self-tuning manner to adaptively choose the proper step-size for optimal convergence. Specifically, we initialize $\mu^0 = 0.5$, and update $\mu^{p+1} = 0.5 \mu^p$ if $\mathcal{F}(C^{p+1}) \leq \mathcal{F}(C^p)$ for the $p$-th iteration, and $\mu^{p+1} = 1.2 \mu^p$ otherwise. Moreover, to guarantee the convergence of ADPLM, we set $\mu^{p+1} \leq (L/2L)$ [22], where $L$ is the Lipschitz constant. The comparison of these two algorithms is shown in Fig. 1. As can be seen, both DPLM and ADPLM can obtain their respective local optimum. However, DPLM with an improper step-size does not converge to the optimal point, as compared to ADPLM. In contrast, ADPLM converges to a better point than that DPLM does, since the objective value of ADPLM at the limit point is much lower. Therefore, we can conclude DPLM and ADPLM employ different learning strategies to approximate the global minimum asymptotically, but ADPLM employs a better approach with an adaptively determined learning step-size.

**G-Step**: The optimal solution of the indicator matrix $G$ at indices $(i, j)$ can be easily obtained by

$$g^{p+1}_{ij} = \begin{cases} 1, & j = \arg \min_h H(b_i, c^{p+1}_i), \\ 0, & \text{otherwise}, \end{cases}$$

where $H(b_i, c_s)$ is the hamming distance between the $i$-th binary code $b_i$ and the $s$-th cluster centroid $c_s$. It is noteworthy that the Hamming distance computation is clearly faster than the Euclidean distance.

**Updating the weighting coefficient $\alpha^v$**: Let $g^v = \|B - U^v \phi(x^v)\|_F^2 + \beta \|U^v\|_F^2 - 2 tr((U^v \phi(x^v)(U^v \phi(x^v))^T)$, then Eqn. (6) w.r.t $\alpha$ can be rewritten as:

$$\min_{\alpha^v} \sum_{v} (\alpha^v)^r \ s.t. \ \sum_{v} \alpha^v = 1, \ \alpha^v > 0,$$

which can be solved by using the method of Lagrange multiplier. By introducing the Lagrange multiplier $\eta$, the above problem becomes:

$$\min \mathcal{F}(\alpha^v, \eta) = \sum_{v} (\alpha^v)^r g^v - \eta (\sum_{v} \alpha^v - 1).$$

(17)

Its partial derivatives with respect to $\alpha^v$ and $\eta$ are

$$\begin{align*}
\frac{\partial \mathcal{F}}{\partial \alpha^v} &= r (\alpha^v)^{r-1} g^v - \eta, \\
\frac{\partial \mathcal{F}}{\partial \eta} &= \sum_{v=1}^{M} \alpha^v - 1.
\end{align*}$$

(18)

By setting $\nabla_{\alpha^v, \eta} \mathcal{F} = 0$, we have the optimal solution of $\alpha^v$ as

$$\alpha^v = \frac{(g^v)^{\frac{1}{r-1}}}{\sum_v (g^v)^{\frac{1}{r-1}}}.$$ 

We have so far presented the whole optimization procedures for the problem (5). An alternating optimization scheme is employed to iteratively update the mapping matrix $U^v$, discrete representation $B$, binary cluster centroids $C$ and indicator $G$. The optimization usually converges within 5 iterations in our experiments.

2.3 **Convergence Analysis**

The efficiency of BMVC requires the fast convergence of the elaborated alternating optimization procedures in Sec. 2.2.

**Theorem 1**: The objective function $\mathcal{F}(U, B, C, G, \alpha)$ in (5) is bounded. The proposed optimization algorithm monotonically decreases the value of $\mathcal{F}(U, B, C, G, \alpha)$ in each optimization step.

**Proof**: It is easy to see that problem (5) is bounded from below, i.e. $\mathcal{F}(U, B, C, G, \alpha) \geq 0$, due to the summation of norms with positive penalty parameters. It is obvious that $\{U^v, B^v, \alpha^v\}$ generated via the process (7), (10) and (19), are the exact minimum points of the subproblems (9), (10) and (17), respectively. According to the theoretical analysis in [22], [23], has an analytical solution by using ADPLM. Based on the learning scheme of $k$-means, $\{C, G\}$ computed by using ADPLM and (15) are the optimal solution of subproblem (12). As a result, the value of the objective function $\mathcal{F}(U, B, C, G, \alpha)$ in (5) is decreasing in each iteration of the proposed optimization algorithm.

Denote $\{U^t, B^t, C^t, G^t, \alpha^t\}_{t=1}^T$ as $\Psi^t$, and let $\{\Psi^t\}_{t=1}^T$ be a sequence generated by the $t$-th main iteration of the proposed optimization, and then $\{\Psi^t\}_{t=1}^T$ is a bounded monotone decreasing sequence based on the above theorem. Therefore, according to the bounded monotone convergence theorem [16], that asserts the convergence of every bounded monotone sequence, the proposed optimization algorithm converges.

2.4 **Complexity and Memory Load Analysis**

The computational burden of BMVC is mainly composed of two parts, i.e. CDRL and BCsL. To save the time-consuming in (7), $W$ is pre-computed outside of the main iterations in BMVC, and calculating mapping matrix $U^v$ costs $O(lmn)$. Computing the discrete representation $B$ consumes $O(Ml_mn + lcn)$. So, the time complexity of CDRL is $O((M + 1)lmn + lcn)$. The most time-consuming part of optimizing BMVC is to solve BCsL, which needs $O(nc)$ on $l$ bitwise operations for $p$ iterations. In total, the time complexity of BMVC learning is $O(t((M + 1)lmn + lcn))$, where $t$ and $p$ are empirically set to 5 and 10 in our experiments, respectively. In general, the computational complexity of the proposed optimization algorithm on BMVC learning is linear to the number of samples $O(n)$.

For memory usage in BMVC, it is essential for storing the mapping matrix $U^v$ for each view, and there are $M$ real-valued matrices with the storage load $O(lm)$. Importantly, the learned discrete representation and cluster centroids cost the bit-wise memory load $O(l(n + c))$, which is much less than the memory load of $k$-means clustering requiring $O(d(n + c))$ real-valued numerical storage costs.
TABLE 1: Clustering accuracies, NMI and purity comparisons of different methods on the Caltech101 dataset.

<table>
<thead>
<tr>
<th>Alg</th>
<th>clARK</th>
<th>clARK-K</th>
<th>LSC-K</th>
<th>NMI</th>
<th>purity</th>
<th>MultiNMF</th>
<th>MultiCLAR</th>
<th>CH</th>
<th>BMVC</th>
<th>BMVC-AL</th>
<th>BMVC-1S</th>
<th>BMVC-2S</th>
<th>BMVC-3S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cadet</td>
<td>0.1013</td>
<td>0.1149</td>
<td>0.2034</td>
<td>0.0969</td>
<td>0.1031</td>
<td>0.1184</td>
<td>0.1276</td>
<td>0.1218</td>
<td>0.1318</td>
<td>0.1321</td>
<td>0.1356</td>
<td>0.1359</td>
<td>0.1515</td>
</tr>
<tr>
<td>WM</td>
<td>0.1229</td>
<td>0.1198</td>
<td>0.1247</td>
<td>0.1192</td>
<td>0.1299</td>
<td>0.1389</td>
<td>0.1379</td>
<td>0.1313</td>
<td>0.1128</td>
<td>0.1217</td>
<td>0.1317</td>
<td>0.1473</td>
<td>0.1736</td>
</tr>
<tr>
<td>CENTRIST</td>
<td>0.1358</td>
<td>0.1050</td>
<td>0.1218</td>
<td>0.1421</td>
<td>0.1263</td>
<td>0.1528</td>
<td>0.1501</td>
<td>0.1473</td>
<td>0.1209</td>
<td>0.1385</td>
<td>0.1643</td>
<td>0.1643</td>
<td>0.1856</td>
</tr>
<tr>
<td>HOG</td>
<td>0.2488</td>
<td>0.2004</td>
<td>0.2466</td>
<td>0.2204</td>
<td>0.2209</td>
<td>0.2177</td>
<td>0.2316</td>
<td>0.2911</td>
<td>0.1904</td>
<td>0.2006</td>
<td>0.2676</td>
<td>0.2415</td>
<td>0.2534</td>
</tr>
<tr>
<td>GIST</td>
<td>0.2362</td>
<td>0.2308</td>
<td>0.2396</td>
<td>0.2267</td>
<td>0.2296</td>
<td>0.2361</td>
<td>0.2389</td>
<td>0.2089</td>
<td>0.2190</td>
<td>0.2345</td>
<td>0.2542</td>
<td>0.2364</td>
<td>0.2465</td>
</tr>
<tr>
<td>LBP</td>
<td>0.2072</td>
<td>0.1929</td>
<td>0.1943</td>
<td>0.2241</td>
<td>0.2274</td>
<td>0.2013</td>
<td>0.2159</td>
<td>0.2082</td>
<td>0.2190</td>
<td>0.1974</td>
<td>0.2247</td>
<td>0.2295</td>
<td>0.2353</td>
</tr>
<tr>
<td>All-view</td>
<td>0.1313</td>
<td>0.1019</td>
<td>0.1856</td>
<td>0.2249</td>
<td>0.2209</td>
<td>0.2137</td>
<td>0.2280</td>
<td>0.2483</td>
<td>0.1224</td>
<td>0.1879</td>
<td>0.2412</td>
<td>0.2582</td>
<td>0.2930</td>
</tr>
</tbody>
</table>

TABLE 2: Time-consuming (in seconds) comparison of different methods on the Caltech101 dataset.

<table>
<thead>
<tr>
<th>Alg</th>
<th>clARK</th>
<th>clARK-K</th>
<th>LSC-K</th>
<th>NMI</th>
<th>purity</th>
<th>MultiNMF</th>
<th>MultiCLAR</th>
<th>CH</th>
<th>BMVC</th>
<th>BMVC-AL</th>
<th>BMVC-1S</th>
<th>BMVC-2S</th>
<th>BMVC-3S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cadet</td>
<td>0.1013</td>
<td>0.1149</td>
<td>0.2034</td>
<td>0.0969</td>
<td>0.1031</td>
<td>0.1184</td>
<td>0.1276</td>
<td>0.1218</td>
<td>0.1318</td>
<td>0.1321</td>
<td>0.1356</td>
<td>0.1359</td>
<td>0.1515</td>
</tr>
<tr>
<td>WM</td>
<td>0.1229</td>
<td>0.1198</td>
<td>0.1247</td>
<td>0.1192</td>
<td>0.1299</td>
<td>0.1389</td>
<td>0.1379</td>
<td>0.1313</td>
<td>0.1128</td>
<td>0.1217</td>
<td>0.1317</td>
<td>0.1473</td>
<td>0.1736</td>
</tr>
<tr>
<td>CENTRIST</td>
<td>0.1358</td>
<td>0.1050</td>
<td>0.1218</td>
<td>0.1421</td>
<td>0.1263</td>
<td>0.1528</td>
<td>0.1501</td>
<td>0.1473</td>
<td>0.1209</td>
<td>0.1385</td>
<td>0.1643</td>
<td>0.1643</td>
<td>0.1856</td>
</tr>
<tr>
<td>HOG</td>
<td>0.2488</td>
<td>0.2004</td>
<td>0.2466</td>
<td>0.2204</td>
<td>0.2209</td>
<td>0.2177</td>
<td>0.2316</td>
<td>0.2911</td>
<td>0.1904</td>
<td>0.2006</td>
<td>0.2676</td>
<td>0.2415</td>
<td>0.2534</td>
</tr>
<tr>
<td>GIST</td>
<td>0.2362</td>
<td>0.2308</td>
<td>0.2396</td>
<td>0.2267</td>
<td>0.2296</td>
<td>0.2361</td>
<td>0.2389</td>
<td>0.2089</td>
<td>0.2190</td>
<td>0.2345</td>
<td>0.2542</td>
<td>0.2364</td>
<td>0.2465</td>
</tr>
<tr>
<td>LBP</td>
<td>0.2072</td>
<td>0.1929</td>
<td>0.1943</td>
<td>0.2241</td>
<td>0.2274</td>
<td>0.2013</td>
<td>0.2159</td>
<td>0.2082</td>
<td>0.2190</td>
<td>0.1974</td>
<td>0.2247</td>
<td>0.2295</td>
<td>0.2353</td>
</tr>
<tr>
<td>All-view</td>
<td>0.1313</td>
<td>0.1019</td>
<td>0.1856</td>
<td>0.2249</td>
<td>0.2209</td>
<td>0.2137</td>
<td>0.2280</td>
<td>0.2483</td>
<td>0.1224</td>
<td>0.1879</td>
<td>0.2412</td>
<td>0.2582</td>
<td>0.2930</td>
</tr>
</tbody>
</table>

3 EXPERIMENTS

In this section, we evaluate the effectiveness of the proposed BMVC for large-scale multi-view image clustering task from the aspects of clustering performance, computational efficiency, and memory load. All the experiments are implemented using Matlab 2013a on a standard Windows PC with an Intel 3.4 GHz CPU and 64 GB RAM.

3.1 Datasets and Evaluation Metrics

Five datasets are employed in the evaluation: Caltech101, NUS-WIDE-Obj, Cifar-10, Sun-397, and YouTube Faces. Specifically, Caltech101 consists of 9,144 images associated with 101 object and one background categories. NUS-WIDE-Obj is composed of 30,000 images from 31 classes, and Cifar-10 is comprised of 60,000 tiny color images in 10 kinds of objects, with 6,000 images per class. Sun397 contains 108,754 images in total for 397 categories, and the number of images varies from categories, but more than 100 images per category. A subset of YouTube Faces contains 152,549 faces including 66 different people, each of which has more than 1,500 face images. For each image, multi-view features are extracted to describe it. Specifically, following the experimental features used in [11], five different features are selected for Caltech101, i.e. 48-dim Gabor feature, 40-dim wavelet moments (WM), 254-dim CENTRIST feature, 1984-dim HOG feature, 512-dim GIST feature, and 928-dim LBP feature. Five publicly available features for NUS-WIDE-Obj are provided on its homepage website, i.e. 65-dim color Histogram (CH), 226-dim color moments (CM), 145-dim color correlation (CORR), 74-dim edge distribution (ED) and 129-dim wavelet texture (WT). For Cifar-10, Sun397 and YouTube Faces, we would like to extract three well-attested features, i.e. 768-dim color histogram (CH), 1024-dim Gist [47], 1152-dim histogram of oriented gradients (HOG) [48].

We report the experimental results using three most used evaluation metrics, i.e. clustering accuracy (ACC), normalized mutual information (NMI) and purity [49]. Moreover, running time and memory load are both compared. For the fair comparison, we use the codes by the corresponding authors with the default or optimal parameter settings of their original papers. To make a fair runtime comparison, the time costs of parameter tuning for all the methods are not included to reflect the pure efficiency of algorithms themselves. For the binary coding methods, the 128-bit coding length is used for all datasets, and the averaged clustering results are reported based on different random initializations.

3.2 Toy Experiment

We first use the medium-size Caltech101 dataset to explicitly uncover the superiority of our BMVC by answering the following questions:

Q1. How does BMVC perform as compared to other state-of-the-art single- and multi-view clustering?
Q2. How does BMVC speed up multi-view clustering?
Q3. How do the nonlinear anchor embedding and the unified learning framework contribute to the overall effectiveness of BMVC?
Q4. Why BMVC outperforms the real-valued clustering?

Specifically, we compare BMVC to the state-of-the-art clustering methods consisting of single-view clustering, including k-means [1], SC [2], LSC-K [10] and two existing binary clustering methods (i.e., LSH+blk-means [43] and CKM [12]), and multi-view clustering, including AMGL [21], MKVM [7], Multi-NMF [13], MLAN [22], OMVC [26] and MVSC [11]. Additionally, two variants of BMVC are

BMVC vs. Baselines (Q1): From Table 1 we can observe that our BMVC is superior to all the compared real-valued and binary clustering methods in most cases. Specifically, BMVC can achieve better or comparable results on every single view, which indicates that the learned discrete representation by BMVC is effective for clustering. For the multi-view clustering case (‘All-view’ in the table), BMVC consistently outperforms all compared methods by large margins. This result demonstrates the effectiveness of BMVC on the multi-view representation learning and precise cluster structure learning. For the single-view methods such as \(k\)-means, SC and LSC-K, we observe that directly concatenating multi-view features may lead to redundant information in most situations, leading to the sub-optimal clustering results. Moreover, the data-dependent BMVC learns discrete representation from data, which is more effective than the data-independent binary code learning (as in LSH+\(bk\)-means). BMVC clearly outperforms the existing binary clustering methods such as LSH+\(bk\)-means and CKM due to the preferable unified framework of the optimal binary code learning and clustering structure construction. Finally, we can also notice that the single- and multi-view methods have similar performance on the single-view clustering task. In contrast, on the multi-view clustering task, the multi-view methods in most cases are greatly superior to the single-view ones. This is not surprising since multi-view methods can collectively consider the correlations between heterogeneous representations.

Running-time comparison (Q2): The time comparison shown in Table 2 demonstrates clearer advantages for binary clustering methods, which are much faster than the real-valued ones. The main reason is that they benefit from the highly efficient distance calculation using the Hamming metric rather than the Euclidean distance measurement. Particularly, our BMVC costs much less time than all other compared method, which also proves the superiority of the proposed efficient discrete optimization algorithm. Specifically, the binary clustering methods CKM and BMVC-TS are respectively 9.27 and 12.75 times faster than \(k\)-means for multi-view clustering, while the speed-up of our BMVC is more obvious by a margin of 58.29 times. Importantly, compared to the BMVC-TS model, our unified framework can greatly shorten the computation time of binary clustering.

BMVC model evaluation (Q3): By comparing the results between BMVC-A and BMVC, we can conclude that nonlinear anchor embedding is distinctly important to enhance the interpretation of the original features. Comparing with the two-step method BMVC-TS, the unified framework BMVC achieves better results due to the collaborative learning of discrete representation and binary cluster structures. Therefore, the nonlinear anchor embedding and the unified learning scheme are both indispensable to BMVC.

Why BMVC outperforms the real-valued clustering? (Q4): The results summarized in Table 1 clearly show that BMVC can attain competitive or higher clustering performance when comparing to the real-value clustering methods. The main reasons are: 1) The encouraging clustering performance of BMVC hinges on the proposed effective discrete optimization algorithm, where the learned high-quality collaborative representation well eliminates some redundant and noise information in the original real-valued features. Fig. 2 shows the t-SNE visualization of the HOG feature and the learned discrete representation by BMVC. As can be seen, the learned representations not only preserve the neighborhood structure of data in the code space but also mitigate the effect of possible disturbances from the original features. 2) BMVC incorporates the collaborative discrete representation learning and the precise data clustering into a joint learning framework, which is shown to be better than the approaches (e.g., SC, LSC-K, AMGL, and MLAN) with disjoint learning steps.

3.3 Experiments on Large-scale Multi-view Datasets
To verify the strong capacity of BMVC on handling large-scale multi-view clustering, in this section, we compare with seven state-of-the-art scalable clustering methods on four datasets. The results are reported in Table 3. We do not compare with the multi-view methods on these large-scale datasets due to their demanding computation time. From these results, we have the following observations.

1) BMVC consistently obtains the highest results on the multi-view clustering task. In contrast, conventional single-view real-valued clustering methods do not perform well although they achieve promising single-view performance.

2) BMVC can also achieve encouraging single-view clustering results, in terms of ACC, NMI and purity on all datasets. This demonstrates that the discrete codes learned by BMVC are competitive in comparison with the real-valued representations, which also testifies the effectiveness of discrete representation for clustering.

3) We can also observe that BMVC using multiple features always outperforms that using single-view features. This indicates BMVC can capture the hidden correlations and complementary traits of multi-view representations.

In Fig. 2, we present the t-SNE visualization of the learned discrete representation by BMVC on Cifar-10 and YouTube-Faces, where the learned representation can effectively assemble similar samples into the same clusters.
TABLE 3: Clustering accuracies, NMI and purity comparisons of different methods on the four large-scale multi-view datasets.

<table>
<thead>
<tr>
<th>Alg</th>
<th>t-means</th>
<th>t-means++</th>
<th>Nystrom</th>
<th>LSC-K</th>
<th>LSH+t-means</th>
<th>LCM</th>
<th>BMVLS (ms)</th>
<th>BMVLS (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All View</td>
<td>0.6125</td>
<td>0.6135</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
</tr>
<tr>
<td>NMI</td>
<td>0.6125</td>
<td>0.6135</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
</tr>
<tr>
<td>Purity</td>
<td>0.6125</td>
<td>0.6135</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
</tr>
</tbody>
</table>

BMVC Components Analysis: To evaluate the indispensability of different components of BMVC, the effectiveness of different components is evaluated with various code lengths in Fig. 4. Specifically, in addition to BMVC-TS, BMVC-E regards each view feature optionally by setting the weighting coefficient α=1, while BMVC-B removes the balanced factors on the collaborative discrete representation and clustering centroids. BMVC ‘view’ and LSH ‘view’ respectively denote the clustering results using BMVC and LSH+blk-means on each single-view features, and the remaining symbols refer to the multi-view clustering results. From Fig. 4, we can observe that lacking of any component will lead to worse performance than the full model. BMVC collectively considers the semantic

TABLE 4: Time-consuming (in seconds) comparison of different methods on the four large-scale multi-view datasets.

<table>
<thead>
<tr>
<th>Alg</th>
<th>t-means</th>
<th>t-means++</th>
<th>Nystrom</th>
<th>LSC-K</th>
<th>LSH+t-means</th>
<th>LCM</th>
<th>BMVLS (ms)</th>
<th>BMVLS (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All View</td>
<td>0.6125</td>
<td>0.6135</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
</tr>
<tr>
<td>NMI</td>
<td>0.6125</td>
<td>0.6135</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
</tr>
<tr>
<td>Purity</td>
<td>0.6125</td>
<td>0.6135</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
<td>0.6125</td>
</tr>
</tbody>
</table>

BMVC Components Analysis: To evaluate the indispensability of different components of BMVC, the effectiveness of different components is evaluated with various code lengths in Fig. 4. Specifically, in addition to BMVC-TS, BMVC-E regards each view feature optionally by setting the weighting coefficient α=1, while BMVC-B removes the balanced factors on the collaborative discrete representation and clustering centroids. BMVC ‘view’ and LSH ‘view’ respectively denote the clustering results using BMVC and LSH+blk-means on each single-view features, and the remaining symbols refer to the multi-view clustering results. From Fig. 4, we can observe that lacking of any component will lead to worse performance than the full model. BMVC collectively considers the semantic
correlations between different views resulting in the best performance in comparison with the single-view results even for the very short code length.

**Parameter Sensitivity Analysis:** In the proposed framework, there are five parameters to be tuned, i.e., $\beta$, $\gamma$, $\lambda$, $r$, and $m$. In the experiments, we first employ the grid search strategy to find the best choices for all parameters on the smaller dataset, i.e., Caltech101. When applying to another dataset, we only fine-tune these parameters on randomly selected $10k$ data points from this dataset, and then the optimal parameters are exploited for clustering the whole dataset. Fig. 5 (a)-(d) explicitly show the clustering accuracy variation curves w.r.t. different parameters on Cifar-10, respectively. We can see that the best clustering results are established when the values of $\beta$ and $\gamma/n$ are not too large, usually smaller than 1 but bigger than $10^{-5}$. When the values of $\lambda$ and $r$ are respectively $10^{-5}$ and 5, the optimal cluster performance is obtained. When the anchor number $m$ is bigger than 1000, the performance improvements become slower.

**Performance vs. Number of Clusters:** All the above experiments are evaluated by the exact number of clusters in data, i.e., $c$, but how does the performance change w.r.t. different numbers of clusters? To this end, we also perform experiments on the Cifar-10 dataset to evaluate the stabilities of different methods w.r.t. number of clusters. Fig. 6 illustrates the clustering performance changes with increasing number of clusters from 5 to 40 with an interval 5. Intuitively, the best clustering performance of BMVC is obtained when the number of cluster is 10. This suggests that 10 is the optimal number of clusters. Moreover, the clustering performance of BMVC is superior to all compared methods. Therefore, our BMVC is capable of tackling the varying clusters problem.

### 3.4 Time and Memory Load Comparison

The running time comparisons of all methods on four multi-view datasets are summarized in Table 4 where the fastest method is established by BMVC in almost all cases. In particular, BMVC is $165 \times$ and $214 \times$ faster than $k$-means and LSC-K, respectively, on Sun-397 for multi-view clustering. BMVC can cluster more than $150k$ multi-view samples from YouTube-Faces in 47 seconds, while $k$-means costs more than 1.7 hours. We also argue that the efficiency of BMVC not only benefits from the highly efficient computation in Hamming space, but also from the fast convergence of our optimization algorithm. In the experiments, we found that our method could converge efficiently, and the corresponding performance approximated to be stable within 5-10 iterations.

It should be noted that our BMVC requires similar memory costs to other binary clustering methods, but can significantly reduce the memory overhead in comparison with the real-valued methods. Table 5 shows the memory load of BMVC and $k$-means. We can observe that BMVC
significantly reduces the memory load for large-scale clustering. For example, for Sun-397 with over 10^8 k
multiview features, BMVC only needs 1.74MB memory, which is 1477 times lower than the real-valued k-means. Therefore, our BMVC can manipulate large-scale multi-view clustering with both efficient computation and much less memory requirement.

4 CONCLUSION

In this paper, a principled binary multi-view clustering method, dubbed BMVC, was proposed for solving the challenging problem of multi-view clustering on large-scale image data. In BMVC, the collaborative discrete representations and binary cluster structures were jointly learned, which could effectively integrate the collaborative information from multiple views. Moreover, an effective alternating optimization algorithm with guaranteed convergence was proposed to ensure the high-quality binary solutions. Extensive experiments performed on the large-scale multi-view datasets showed the clear superiority of BMVC in comparison with state-of-the-art clustering methods in terms of clustering performance, meanwhile with significantly reduced computation and memory overhead. Similar to most clustering methods, we found the main limitation of our method may be sensitive to some parameter initializations, which remains to our future study.
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